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ABSTRACT

The special form of Schur complement is extended to have a Schur’s formula
to obtains the explicit formula of determinant, inverse, and eigenvector formula of
the doubly Leslie matrix which is the generalized forms of the Leslie matrix. It is
also a generalized form of the doubly companion matrix, and the companion matrix,

respectively. The doubly Leslic matrix is a nonderogatory matrix.
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CHAPTER 1

INTRODUCTION AND PRELIMINARIES

1.1 Introduction

Let R and C be the field of real numbers and complex numbers respectively.
The set of all polynomials in @ over C is denoted by Clz]. For a positive integer
n, let M, be the set of all n X n matrices over C. The set of all complex vectors,
or n x 1 matrices over C is denoted by C". A nonzero vector v € C" is called an
eigenvector of A € M, corresponding to a scalar A € C if Av = Av, and the scalar A
is an eigenvalue of the matrix A. The set of eigenvalues of A is call the spectrum of
A and is denoted by o(A). Eigenvectors and eigenvalues are used widely in science

and engineering.

Let

1

pa)=3"+a 12" A4 - Faz g

be a polynomial with coefficients over an arbitrary field. As is well known, the

matrix r y
—Ap—] —Qp—2 ... 0y %0
1 0 0 0
C= 0 1 o g 0
0 0 1. 0

has the property that
det(zI — C) = p(x).

The matrix A, or some of its modifications, is being called companion matrix of the

polynomial p(x) since its characteristic polynomial is p(z).

Companion matrix appear in literature in several forms. To illustrate, consider



the companion matrix

00 - 00 -—a,
10 -+ 00 —a,
Cy e 01 -+ 00 —a,_s € M.
B N e
0N ¥ —of |

using the permutation matrix P of order n, the “backward identity” permutation.

Since P = PT —p-1,

b irola (e | i
(U Q=" A0 G 0/ ™ QW
h iR (B, 0 —p-1
=60 - M 0 0 Wb, 110
(it | 0\ —a,; o
PP =
01 0 0 0 1 0 0
0T 0% -~1 0% =as
1 400 -<4.0/0 10 --- 00
3 110 0k 04l ‘\—a ¥ i

The companion matrix C) is seen to be similar to the following matrix

g ] _(o®™ (g
iy § Ul k- ¥ (L0
= | I LdF
s 0 O5F Sl
—ap—; 0 0 --- 01
| @ 00 - 0 0]

Moreover, any matrix is similar to it transpose (see, e.g. [6, pp.134-135]), thus the



following companion matrices

0 1 0 0 0
0 0 1 0 0
0 0 0 0 0
Cd = . e ﬂ’[n,
0 0 0 ces 0 1
—an —Qp —Qpp ' —Q2 —@4
r i
—ap —az -+ —Qp_3 —Ap—1 —Qy
i I 0o - 0 0 0
0 i =" 0 0 0
04 = . ; € ﬂ’fn
0 =l 1 0 0
BANCEE Y N

similar to the matrix C;, Ch respectively. Therefore the companion matrices C;,

t=1,2,3,4 have the same characteristic polynomial:
ple) = det(zl — ;)

=<4 a2 4 aga™ 2+ i F a,.

Butcher and Wright [4, p.363] defined a doubly companion matrix for the

pair of polynomials a(z) = 2" — aya™ !

— " ? — ... —a, and B(z) = 2" —
"t — G2 — ...~ B, as C € M, given by
—Oqimda. 03 . a=lnT| —ap — ﬁn
1 0 0o ... 0 —Bn1
0 1 0 .. o0 —Brs
c= ) , (1.1.2)
0 0 0 0 —f2
0 0 0 1 A |




that is, a n X n matrix C' with n. > 1 is called a doubly companion matrix if its
entries ¢;; satisfy c¢;; = 1 for all entries in the sub-maindiagonal of C' and else
¢cij =0 for i # 1 and j # n, which is a special case of unreduced upper Hessenberg
matrix. Butcher and Wright used the doubly companion matrices as a tool for
analyzing various extension of classical methods with inherent Runge-Kutta stability.
The doubly companion matrices is important for application in some certain matrix

equations, numerical and linear methods.

Let a(2) = 2™ 4+ ap_12"" + an_02™ 2 4 - - - + @12 + ag and B(z) =
@A b L™ AL, ™2 e i+ by be two monic polynomials over complex
numbers, we prefer to consider the corresponding lower doubly companion matrix of

a(z) and B(z) as,

r -

REANE b ) 0
—baad 0 J . W 0
L(a, B) (1.1.3)
—b 0 0 1
| —bo—ay —q “Qn-3 —@p-1 |

Malesevié, Todori¢, Jovovié, and Telebakovié in [?, Lemma 3.3] studied the
sum of its principal minors of order & containing the first column (I1<k<n)of
the lower doubly companion matrix for using in the second step of reduction process

for linear system of first order operator equations.

We define the corresponding upper doubly companion matrix of a(x) and

B(zx) as,

e b —ig—Bo |
1 0 0 —ap
Ula,B) = (1.1.4)
0 0 0 —,_9
|0 0 1 —ap |

From (1.1.3), if b = b; = -+~ = b,_5 = b,,_; = O then the lower doubly companion



matrix is become a companion matrix of the form,

0 1 0 0
0 0 0
baj=| [ § " = T (1.1.5)
0 s 0 1
U e T T
and, if @y = a; = -+ = a3 = ap—y = 0 then the matrix in (1.1.3) is become a

companion matrix of another form,

R
_bn—Q 0 0
L(pB) = 3o A (1.1.6)
Sg—oll. \v 1
| < 0 ... 0.0 |

It is well known that the last two of these companion matrices are nonderogatory,
The matrix U(a, B) is also nonderogatory, that is the characteristic polynomial cy(a,s)

is equal to the minimal polynomial My(a,s), See [12] for more details.

One of the most popular models of population growth is a matrix-based model,
first introduced by P. H. Leslie. In 1945, he published his most famous article in
Biometrika, a journal. The article was entitled, On the use of matrices in certain
population mathematics [1, pp. 117—120]. The Leslie model deseribes the growth
of the female portion of a population which is assumed to have a maximum lifespan.
The females are divided into age classes all of which span an equal number of years.
Using data about the average birthrates and survival probabilities of each class, the

model is then able to determine the growth of the population over time, [11, 7].

Chen and Li in [5] asserted that, Leslie matrix models are discrete models
for the development of age-structured populations. Tt is known that cigenvalues of a

Leslie matrix are important in describing the asymptotic behavior of the corresponding



population model. It is also known that the ratio of the spectral radius and the
second largest (subdominant) eigenvalue in modulus of a non-periodic Leslie matrix
determines the rate of convergence of the corresponding population distributions to

a stable age distribution,

A Leslie matrix arises in a discrete, age-dependent model for population

growth. It is a matrix of the form

- L,
TS e 1 |
s 0 0 ... 0 0
0 s, 0 ... 0 0

L= ) (1.1.7)
DES, B SRR N O 0
0 0 0 e Spig 0 J

e > 0, 0'<s; < Bgi=1,2, 4 ,n—fl,

We define a doubly Leslie matrix analogous as the doubly companion matrix
by replacing the subdiagonal of the doubly companion marrix by sy, 82,...,85_1
where s;, j = 1,2,...,n—1, respectively, and denoted by L, that is, a doubly Leslie

matrix is defined to be a matrix as follows

i =gy =8 Zaz). N\ 2" =d, — b,
51 0 0o ... 0 —bp1
0 S 0 Ji 0 —b,_9
b | =N | ; , (1.1.8)
0 0 0o . 0 —bsy
0 0 0 ... s, —bs |

where a;,b; € R, the real numbers, j = 1,2,...,n. As the Leslie matrix, we

restriction only s; >0, j=1,2,...,n— L.



For convenience, we can be written the matrix L in a partitioned form as

- = - -

a bp1
= e b
P a, — b as -2
L= v where p= y gq= ! s
A = : .
: E (n,n)
i Ap—1 | | bl ]
and A = diag(s;,sy,...,s,-1) is a diagonal matrix of order n — 1.

Note: If we define the doubly Leslie matrix in an another form such as

T b
P a, + o,
5= , where all symbols are as above, then some consequence

A q -
n,n
productions will be complicates forms.

1.2 Preliminaries

Let M be a matrix partitioned into four blocks

A B
M = (1.2.1)
¢ D
where the submatrix C' is assumed to be square and nonsingular. Brezinski in [3,
P-232] asserted that, the Schur complement of C' in M, denoted by (M/C), is
defined by

(M/C)=B - AC™'D, (1.2.2)
which is related to Gaussian elimination by

T AC" 1 0 (M/C)
M= . (1.2.3)

0 I ¢ D

Suppose that B and C' are k x k and (n—k) x (n — k) matrices, respectively, k& < n,

and C' is nonsingular, as in [8, p.39] we have the following theorem.



Theorem 1.2.1 (Schur’s formula). Let M be a square matrix of order nxn partitioned

as
A B
M= ,
C D
where B and C' are k x k and (n — k) X (n — k) matrices, respectively, k < n. If C

is nonsingular, then

det M = (—1)"+DX det C det(M/C). (1.2.4)

Proof.  From the (1.2.3)

I Ac= || o (myc)
P & P

M=

The identity (1.2.4) follows by taking the determinant of both sides. Then,

7 (o 0 (M/C)
det M = det det
0 I C D
) =71 (gl
Since det = 1. Therefore
0 E
0 (M/C
det M = det (M/C)
C D
. 0 (M/C) .
By Laplace’s theorem, expansion of det by the first & rows ie.,
C: D

rows {1,2,...,k}. We have

0 (M/C)
¢ D

det = (=1)"*V% det C det(M/C).

Therefore

det M = (—1)"*D* det €' det(M/C).

This completes the proof. O



The following useful formula, presents the inverse of a matrix in terms of

Schur complements, analogous as in [14, p. 19], we obtain.

Theorem 1.2.2. Let M be partitioned as in (1.2.1) and suppose both M and C' are

nonsingular. Then (M/C') is nonsingular and

M=

—C7D (M/C)™ C1+ (CD(M/C) " ACY)
M/ — (M/C) ' AC!

(1.2.5)

Proof.  The Schur complements (M/C) is nonsingular by virtue of (1.2.4). Under

the given hypotheses, from (1.2.3) one checks that

Inverting both

M

[ 1 act ] {0 ey ]

N b B

(1 ac2 ] [o ey [1 b
o 1 Jle o |lo 1

sides yields

) _—\agin “Toaney] (1 a1
0 I c 0 Oy,
N\ D = 0 e |1 —ac
A L0 (M/C)T" 0 i
| =cmp eyt o] [r Cae
- L \(M/a) 0 0 JAE
[ eyt ek (e uge) acy
- (M/C)! ~(M/C)™ AC™!
from which the identity (1.2.5) follows. O

We recall some well-known results from linear algebra and matrix analysis.

Definition 1.2.3. [6, Definition 1.3.1]. A matrix B € M, is said to be similar to a

matrix A € M, if there exists a nonsingular matrix S € M,, such that B = S—1AS.
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Theorem 1.2.4. [6, Theorem 1.4.8]. Let A, B € M, if x € C" is an eigenvector
corresponding to A € ¢(B) and if B is similar to 4 via S, then Sx is an eigenvector

of A corresponding to the eigenvalue \.

Theorem 1.2.5. [6, Theorem 3.3.15]. A matrix A € M, is similar to the companion
matrix of its characteristic polynomial if and only if the minimal and characteristic

polynomial of A are identical.

Definition 1.2.6. [9, p. 644] A matrix A € M, for which the characteristic polyno-
mial A4(z) equal to the minimum polynomial 1m.4(z) are said to be nonderogatory

matrix.

In this present report we give explicit determinant, inverse matrix, and eigen-

vector formulae for the doubly Leslie matrix and give some related topics.



CHAPTER I

MAIN RESULTS

According to Schur’s formula in Theorem 1.2.1 Let M be a square matrix

of order n x n partitioned as

AT
M= s

arp

where B and C' are k x k and (n — k) x (n — k) matrices, respectively, k < n. If C

is nonsingular, then
det M = (=1)"+V* det C det(M/C).

It well known that any square matrix M is invertible if and only if det M # 0, we

have the following results.

2.1 Inverse Formula of Doubly Leslie Matrix

The following theorem is follows from Theorem 1.2.1.

Theorem 2.1.1 (Determinant of doubly Leslie matrix). Let L be a doubly Leslie

1
—Pp —gh — b

matrix as in (1.1.8) with partitioned as L, = , where p =
A —q
(nyn)
T T
[ a1 Ay e Gy | :I ) q 5 [ OEE Dy, . by ] s and A =
diag(s1,52,. .., S, s> 0, 7 =1,2,...,n — 1 is a diagonal matrix of order
n — 1, then

n—1

n—1
detL = (-1)" ((a,, + b)) + Z %) H Si.
i=1 i i=1

Proof.  Since A is a (n—1) x (n—1) submatrix of the matrix L. Then we apply
the Schur’ formula (1.2.4),

det L = (—1)("*)X1 det, A det(L/A) (2.1.1)
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As in (1.2.2), the Schur complement of A in L, denoted by (L/A) , is a 1 x 1 matrix

or a scalar

(L/A) = (—an— by) — (—pT)Aﬁl(_Q)

= (—a, —b,) — [ -y —Qy ... —Qu_; }
r . _bn—l
]./31 0 s ol 0
*bnu2
/s \N\7T
X
_bz
0 0 e l/snul J
L L EY
PR — g bn— n— b
= _(ﬂn+bn)— (alb ! 7 = 2+"'+a . 1)
S1 S2 Sn—1

n—1
(I,'b -
= —(a, +b,) — Z _S“_l
i=1 4

n—1
ibn—i
= - ((a,, +ha) 4y st ) . (2.1.2)
i=1 3

n—1
Now, from (2.1.1) it is easy to see that det A — [T si. Therefore

=1

n—1 n—1
ibn—i
detL = (—1)0**D H S {— ((a,, + bs) + Z 05—) }
i=1 i=1 :
n—1

n—1
= 1T ((an +b,) + Z E?) H S;.
i=1 !

§=1

This completes the proof. U

Immediately, we have the following corollaries.

Corollary 2.1.2. Let L be a Leslie matrix defined as in (1.1.7) with partitioned

—P —lp 1
as L = :Wherep:[ﬂ-] as ... an—l] y —a; 2 0, j =

A
(n,n)
1,2,...,n. and A = diag(s1,ss,...,8,-1), 55>0,7=1,2,...,n—1is a diagonal

matrix of order n — 1, then

n—1
det L = (—1)"a, H 5.
i=1
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—pT  —iy —by
Corollary 2.1.3. Let C = P be a doubly companion matrix,
In—l —q
(n,n)
T T
where p = [a.i az ... Qp_q ] , and q = [ Boi Base <o By ] , then

n—1
det C = (*1)" (((In + bn) =~ Z (lgbn_j) i

i=]

i
g —Qy - ;
Corollary 2.1.4. Let C = be a companion matrix, where p =
Inul. 0 (s
nn

T
[ of oif". I\ oy ] , then det C = (—1)"a,.

Now we wish to find the inverse of doubly Leslic matrix.

—pi\ |
P p n ) .
Theorem 2.1.5. Let L = be a doubly Leslie matrix, where
A —q
(n,n)
T T
3 = [ a Q ... Qu—i } y 4 = [ bn_] bn_g bl ] ,and A = diag(ShS?, ----- § n—l):
yiicre & >Dwg AV, 207 1 3 id a diagonal matrix of order n — 1, If detL # 0
then
K L/AYA™' + (A~ lgpTA-!
Lo = (LA q (L/A) (A~1qpTA~1) ,
1 LK1
P (n,n)
n—1
where (L/A) = - ((Gn b)) R %), as in (2.1.2), and A"l =
=1
diag{fe . . A2 —

Proof.  Apply the identity (1.2.5) to the matrix L, we have

—ATH(—a) (L/A)™ AT 4 (A (—q) (L/A) ™ (—pT)AY)
(L/A)~! — (L/A) 7 (—pT)A™!

L! =
{(n,n)
AT'q(L/A)T AL (Aq(L/A) T pTATY)
(L/A)™ (L/A)™ pTA-

(n,n)

The Schur complement of A in L is (L/A), in (2.1.2) showed that (L/A) is a scalar,



14

Then
A7lq (L/A)A™' + (A~'qpTA™Y)

L7l = (L/A)™
1 pTA-L

(n,n)

Immediately, we have the following corollaries.

Corollary 2.1.6. Let L be a Leslie matrix defined in Corollary 2.1.2, If det L # 0
then
0 (L/A)ATT

1 pTA—l

LY=L AT

(n,n)
where (L/A) = —a,.

Corollary 2.1.7. Let C be a doubly companion matrix defined in Corollary 2.1.3, If
det C # 0 then

C/I,-1)+qp”
071 ey (C/In_l)il q ( / n 131 7
1 p
(n,n)

n—1
where (C/I,-1) = — ((an +b.)+ > ngn_,').

i=1
Corollary 2,1.8. Let C be a companion matrix defined in Corollary 2.1.4. If det C #

0 then
d. O _=anT,

ay, 1 /i
p (n,n)

2.2 Explicit Minimum Polynomial of Doubly Leslie Matrix

The author in [12, Theorem 3.3] asserted that, the doubly companion matrix
is nonderogatory. Now, we wish to show that any doubly Leslie matrix L in (1.1.8)

is similar to a companion matrix, that is, it is a nonderogatory.



Theorem 2.2.1. The doubly Leslie matrix matrix L defined in (1.1.8) is nonderoga-

tory and the characteristic polynomial and the explicit minimum polynomial is

mu(@) = 2"+ (e +d)a" 4+ (3 adi+ ot d)at 2+

+(

X

i+j=n—1

i—1

i+j=2

where C1 =y, G = q; ]___[ Sk, and d} = bl; (I; = bi

Proof. Let

k=1

—3

k=

—y —Qp—1
0 0
Sq e 0
0 = Sn—1

Citi +cu 1+ dpy)x+( Y cid; + e+ dy),

i+j=n

n—1

[I

n41=i

B e 1 =2.3,...

~y %,
‘bn—l

*bng2

—bl |

Firstly to show that L is similar to a doubly companion matrix.

By a similarity transformation with a diagonal matrix

D :diag(

1

1

1 1

g
§182...831 8283...5,1

1.

? b ]
Sn—28n—1 Sp-1

L can be transformed to a doubly companion matrix,

D'LD =

—ay

—ass;

_an—1(3152---3n—2)
0
0

7(“:1 + bn)(513253 ca- Snfl)
—by—1(5253 .+ . 8n_1)

—bn_2(s3...5,_1)

_b2sn71

=y

T
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For convenient, let us denote the doubly companion matrix D~LD by

i
—C1 —Cp
1 0
0 1
D'LD =

1
0 \1D

i—1

where ¢y = ay, ¢; = a; [] sx, and dy = by, d; = b;

k=1

0
0

—Cp—1 —Cp —dy
0 —dp_y
0 —d,_o
(2.2.1)
0 —ds
1 —d,
Il

TT g, fari s BoR. ., n.
k=n+41-i

Let J be the backward identity matrix of order n x n(or reversal matrix of

order n x n), J (= J71), which showing that

( —dy
*(17-2

JYD™'LD)J =

*dnk]

— == dn

1

0

0

—Cp—1

=: 1B (2.22)

0 0

0

0 1
— Coalf — g

=

To show that the matrix I is similar to a companion matrix. We shall prove

by explicit construction the existence of an invertible matrix M such that M T M

is a companion matrix. Now, chosen a matrix M of size n x n,

1

do

dy

0
1...

Then M is nonsingular matrix. In fact the matrix M is an lower triangular Toeplitz

matrix with diagonal-constant 1, and

nffil = [ e; Fel F2e]

i
I‘"_lel ] 3
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T
where e; = [ 10 ... 0 ] € R" is the unit column vector.

Computation shows that

[ 0 i 0 0
0 0 0
LM | - : W el =:C
0 0 0 1
Tn —n=l 00 TEgEUF Y |
where
N = ¢ +dy,
Yo = Z C,'Clj -+ Co = (!2,
i+j=2
(2,2.3)
-1 = Z Cid-j + cnoa + dp,
i+j=n—1
Tn = z Cidj *en+ dn-
i+j=n
The matrix
C=M7TM=M"JYD'LDJ)M = (DJM)*L(DJM) (2.2.4)

is the desired companion matrix. Then, we have the doubly Leslie matrix L is similar
to the companion matrix €. By Theorem 1.2.5, the characteristic polynomial Ay (z)

equal to the minimum polynomial my(z), we have

=2

mr(a) = 2" + e et T @y,

That is

my(z) = a2+ (i Hdi)a" Tt + (.+chédj +e+dg)2"? + ...
1+7=
+( Y cadjtepa+di)e+ (Y cd+cn+dy),

i+j=n—1 i+j=n

i—1 n—1
where ¢y = aj, i =a; [[ sp, and dy =by, di=b; [] s, for i =2,3,...,n. O
k=1 k=nt1-i
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2.3 Explicit Eigenvector Formula of Doubly Leslie Matrix

Now analogous as eigenvector of a companion matrix in [2, pp.630—631]

and in [10, p.6], we obtain.

Theorem 2.3.1. Let A be an eigenvalue of a doubly Leslic matrix L defined in

(1.1.8). Then

~ -

. (/\n—i 3T dlf\rhz + dzA"_S + s dya A+ dn—l)

$182...5p—1

— (A2 A b Fdy g+ das)

$983...85n—1

80 i)

Sn—1

L : 1

is an eigenvector of L corresponding to the cigenvalue )\, where d; = by, d; =
n—1
basTT} sp, fori-=2,3,.". ,n.

k=n+1-i

Proof. From Theorem 2.2.1, L is similar to the companion matrix C as in
(2.2.4). Then they have the same eigenvalues in common. Let \ be an eigenvalue of
L, then A also an eigenvalue of C. Since A is a root of the characteristic polynomial

Ay (z), we have

AR S e | ST (c1+ dl)/\nﬂ o chidj S, 44 (lg)/\”ﬂ =
i+j=

+( 2 aditeniHdu)+ (X cdj+e, 4 dy) =0.

i+j=n-1 i+j=n
From (2.2.3), we have,

AL(/\) =\ 4+ ’71/\11_1 i ')’2/\'1_2 +e YA+ =0.

Therefore

A — (,.h/\n—l _}_,YZAR*? +o At Yt A+ ’Yn) X



Then, we put a vector u =

An—?

An—l

-

eigenvector of C corresponding to the eigenvalue A. Form

(DJM)'L(DJM), we have

( L 0 0 1T 1
¢ 0 A
Cu =
0 i An—2
| = Tt -ee =2 M| | A1
- - )
A‘Z
AH*I
| =0 = Mot = — A2 At )
- : =
A
= = Au,
AH*?
An-1
= i

19

We must show that this vector u is an

equation (2.2.4), C =

/\2

Anfl
A

it is easy (o see that the first component in the vector u cannot be zero, the vector

u is not a zero-vector, it is an eigenvector of C' corresponding to A

Since (DJM)™'L(DJM) = C. Theorem 1.2.4 asserted that (DJM ju is an

eigenvector of L corresponding to the eigenvalue \. Hence, the explicit form of an
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eigenvector corresponding to an eigenvalue A of the matrix L is

v = (DJM)u

e 0 0 0 0
85182...8n—-1
0 —1 . 0 0 0
8283...8p-1
0 0 = AU
0 0 0— e\
I 0 0 0 0 lJ
¥ 1 1 0 /Ul AN
00 0 01
dl 1 A
0 0 i 1=0
d—z dl 0 0 /\2
X
0 0
| 000
1 0 /\71~2
10 0 0O d
) - _(!,1,1 dg (11 1.4 _/\nﬁ i
that is
[ dn—1 dn_2 dn—3 dy 1 ]
PN P A V) -
0 : i
L - : 0 0
I 1 0 0 0 0 |

[ A" H A2 do AT b b dy oA 4 da

150,085y

L An—?+d1An*3+,_._i_d"73’\+d'”_2

8283...5n-1

L A L diA+ds

Sn-285n—1

L_ (A +dy)

Sn—1

L 1 ]

it is easy to see that the last component in the vector v cannot be zero, which proves

the assertion. O

The following corollaries are particular case of Theorem 2.3.1.
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If by =0by =--- = b, =0, then the matrix become a Leslie matrix, we have

the following corollary.

Corollary 2.3.2. Let A be an eigenvalue of a Leslie matrix L defined in Corollary

2.1.2, Then ) )
1 /\n—l
5182...8n-1
1 Anfz
5283...8n—1
L —
1
Sn—1
T

is an eigenveetor of L corresponding to the eigenvalue A. A nonzero scalar multiple

of v namely

il
S]_//\

W= (3132 .- -Sr!fl/A”H])V - SISQ/XZ

| S182... Sn_l//\n_l o

is also an eigenvector of L corresponding to the eigenvalue A.

If sy = sy =+- =85, =1, then we have the following corollary, as in [13,

pp. 270—272].

Corollary 2.3.3. Let A be an eigenvalue of a doubly companion matrix C defined in

Corollary 2.1.3. Then

AL B AT B A b bpa A+ by
A2 4 A3 ...+ bpaA+b,_y

A by
1

is an eigenvector of C corresponding to the cigenvalue A.
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Corollary 2.3.4. Let A be an eigenvalue of a companion matrix C defined in Corollary

2.1.4. Then

-
An—l

I\n—Z

A

VA

is an eigenvector of C corresponding to the eigenvalue ).




CHAPTER I

Conclusion

The doubly Leslie matrix is a nonderogatory matrix. This report has explored
a special form of a Schur complement to obtained the determinant, inverse, and
explicit eigenvector formulas of the doubly Leslie matrix which is the generalized
forms of the Leslie matrix. It is also a generalized form of the doubly companion

matrix, and the companion matrix, respectively.
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INVERSE FORMULA OF DOUBLY LESLIE MATRIX
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ABSTRACT. The special form of Schur complement is extended to have a
Schur’s formula to obtains the explicit formula of determinant, inverse,
and eigenvector formula of the doubly Leslie matrix which is the general-
ized forms of the Leslie matrix. It is also a generalized form of the doubly
companion matrix, and the companion matrix, respectively. The doubly
Leslie matrix is a nonderogatory matrix.
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1. Introduction

One of the most popular models of population growth is a matrix-based model,
first introduced by P. H. Leslie. In 1945, he published his most famous article
in Biometrika, a journal. The article was entitled, On the use of matrices in
certain population mathematics [1, pp. 117-120]. The Leslie model describes
the growth of the female portion of a population which is assumed to have a
maximum lifespan. The females are divided into age classes all of which span
an equal number of years. Using data about the average birthrates and survival
probabilities of each class, the model is then able to determine the growth of the
population over time, [11, 7).

Chen and Li in [5] asserted that, Leslie matrix models are discrete models
for the development of age-structured populations. It is known that eigenvalues
of a Leslie matrix are important in deseribing the asymptotie behavior of the
corresponding population model. It is also known that the ratio of the spectral

Received , . Revised , . *Corresponding author.
PThis work was supported by Naresuan University

© 20xx Korean SIGCAM and KSCAM.
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radius and the second largest (subdominant) eigenvalue in modulus of a non-
periodic Leslie matrix determines the rate of convergence of the corresponding
population distributions to a stable age distribution.

A Leslic matriz arises in a discrete, age-dependent model for population
growth. Tt is a matrix of the form

[ 9T, NG T Tn—1 Tn 1
s 8 0 0 0
0 S9 0 0 0
I = - , (1)
0 0 0 . 0 0
L0 0 W e g O |

whergh; > 0, 0.< s¢ BBk 100 L =1,

For a given field F, the set of all polynomials in « over F is denoted by Flz].
For a positive integer n, let M, (F) be the set of all n x n matrices over F. The
set of all vectors, or n x 1 matrices over F is denoted by F”. A nonzero vector
v € F" is called an eigenvector of 4 ¢ M, (F) corresponding to a scalar A € ¥
if Av = Av, and the scalar A is an eigenvalue of the matrix A. The set of
eigenvalues of A is call the spectrum of A and is denoted by o(A). In the most
common case in which F = C, the complex numbers, M, (C) is abbreviated to
M,.

Doubly companion matrices C € M,, were first introduced by Butcher and
Chartier in [4, pp. 274-276], given by

[ —a1 —a2 —a3 ... —Op_1 —0p— ]
1 0 0o ... 0 5
0 d 0 s 0 —Bn_2
L= : : . : : ) (2)
0 0 3 il 0 —fs
iy 0 0 { 1 —

that is, a n X n matrix C with n > 1 is called a doubly companion matris if its
entries ¢;; satisfy c;; = 1 for all entries in the sub-maindiagonal of C and else
cij=0fori#1andj#n.

We define a doubly Leslie matriz analogous as the doubly companion matrix
by replacing the subdiagonal of the doubly companion matrix by s1, 82,...,8, 1
where 55, j = 1,2,...,n — 1, respectively, and denoted by L, that is, a doubly
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Leslie matrix s defined to be a matrix as follows

|- —a; —az —az ... —Qp—1 —d, —bn ]
S1 0 0 . 0 —On-—1
0 S9 0 0 —bn_Q
L= . . . . , (3)
0 0 0 0 —by
L 0 0 0 Sn—1 —bl J

where aj,b; € R, the real numbers, j = 1,2,...,n. As the Leslie matrix, we
restriction only s; >0, j=1,2,...,n—=1.
For convenience, we can be written the matrix L in a partitioned form as

(i3 brl--]
_n® . as by _o
T p ay bn wwhere p= - : q= n‘ .
A —-q : :
(n,n) 2 5
An—1 by

and A = diag(sy, s3,...,5, 1) is a diagonal matrix of order n — 1.

Note: If we define the doubly Leslie matrix in an another form such as L =

pri‘ al] + bﬂ
[ A q
productions will be complicates forms.

We recall some well-known results from linear algebra and matrix analysis.

Definition 1.1. [6, Definition 1.3.1]. A matriz B € M, is said to be similar
to a matriv A € M, if there evists a nonsingular matrizc S € M, such that
B =S TAS.

Theorem 1.1. [6, Theorem 1.4.8]. Let A,B € M, if x € C" is an eigenvec-
tor corresponding to A € o(B) and if B is similar to A via S, then Sx is an
eigenvector of A eorresponding to the eigenvalue \.

] , where all symbols are as above, then some consequence
(n.n)

Theorem 1.2. [6, Theorem 3.3.15]. A matriz A € M, is similar to the com-
panion matriz of its characteristic polynomial if and only if the minimal and
characteristic polynomial of A are identical.
Definition 1.2, [9, p. 644] A matriz A € M, for which the characteristic
pelynomial A, (z) equal to the minimum polynomial ma(x) are said to be non-
derogatory matriz.

In the present paper we give explicit determinant, inverse matrix, and eigen-
vector formulae for the doubly Leslie matrix and give some related topics.

2. Some Properties of Schur Complement
Let M be a matrix partitioned into four blocks
A B ]

.e\'f=|:c D
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where the submatrix C' is assumed to be square and nonsingular. Brezinski in
[3, p.232] asserted that, the Schur complement of C' in M, denoted by (M/C),
is defined by

(M/C)=B - AC™'D, (5)

which is related to Gaussian elimination by
_Tr AC ! 0 (M/C) ;
M‘[o I HC D ©)

Suppose that B and C are k x k and (n — k) X (n — k) matrices, respectively,
k< n, and C is nonsingular, as in [8, p.39] we have the following theorem.

Theorem 2.1 (Schur’s formula). Let M be a square matriz of order n x n

partitioned as

¢ D

where B and C' are k x k and (n — k) x (n — k) matrices, respectively, k < n. If
C' is nonsingular, then

det M = (1) *TV% det C det(M/C). (7)

A[:[A BJ,

Proof. From the (6)

¥ = [é Ai‘_l J [ g (A%C) J

The identity (7) follows by taking the determinant of both sides. Then,

- r'yAc—? 0 (M/C)
det M = det [ 0 I ] det [ c D x

I AC—

Since det [ 0 T

] = 1. Therefore
det M:det[ g (“%C) ]

By Laplace’s theorem, expansion of det [ g, (A%C)

rows {1,2,...,k}. We have

] by the first & rows i.e.,

det[ 0 (MIQC) ] = (1) Dk det C det(M/C).

C
Therefore

det M = (—1)FDX det C det(M/C).
This completes the proof. g

The following useful formula, presents the inverse of a matrix in terms of
Schur complements, analogous as in [14, p. 19], we obtain.
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Theorem 2.2. Let M be partitioned as in (4) and suppose both M and C are
nonsingular. Then (M/C) is nonsingular and
—C'D(M/C)™ Cc '+ (c—ID(M/C)-' AC“) ] @

M= i §
(M/C)y- —(M/C)  AC!

Proof. The Schur complements (M/C) is nonsingular by virtue of (7). Under
the given hypotheses, from (6) one checks that

Y — [I Acr! J { 0 (M/’G)]

0 i C D
|2 PG

Inverting both sides yields

el - |1 ep )T 0 (Myo) t=ACT R

g T | O Ly =
T NG 0 =t ﬁAC' :
L I M/C 0
= o T ID(M/C I C‘ i
T (M/ey? 0
=T g 1D(M/C')_ o ( ot 'i M/C 1 AC- l)

(MYt — (M€Yt AC!
from which the identity (8) follows. 0

3. Inverse Formula of Doubly Leslie Matrix
The following theorem is follows from Theorem 2.1.

Theorem 3.1 (Determinant of doubly Leslie matrix). Let L be a doubly Leslie

—pT —ay 7bn

matriz as in (3) with partitioned as L = , where p =
A A (n n)

T
[(11 a2 ... n—1 ] P ¢ | = [bn—l b,i_.g bl ] y and A =
diag(s1,59,...,85-1), 83 > 0, 7 =1,2,...,n — 1 is a diagonal matriz of or-
der n — 1, then

n-—1
bn ]
detL = (—1)" ((a,lw +Z“ )Hs,

i=1

Proof. Since A is a (n = 1) % (n— 1) submatrix of the matrix L. Then we apply
the Schur’ formula (7),

det L = (—1)("+DX1 get A det(L/A) (9)
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As in (5), the Schur complement of A in L, denoted by (L/A) ,is a 1 x 1 matrix
or a scalar

(L/A) = (—an-— bn) — (‘pT)A—l(_Q)

= (*ﬂn — bn) — [ =03 _—as ... —ap_1 ]
/s 0 ... 0 :g”‘l
P s 0 |
X g 5 : :
o . . ; =%
0 0 ]./S,,_l _bl
by b n—-1b
. *(ﬂn+bn)_ (ﬂl—_].+ai_2++ui)
51 52 Sn-1
n—1
aiby,_;
= —\an bn - T
(an +by) ; -
n—1 =k ,
— — ((ﬂn = bn) i '3“?) . (10)
=1 b

n—1
Now, from (9) it is easy to see that det A = [] s;. Therefore

i=1
n e
detL = (—1){n+V) H s; {_ ((a,, +b,) + Z =2 ”")}
Si

iq i=1

aif B\ ) &2

= ()" ((an +b,)+ Zl %) 1:[1 £
This completes the proof. 0

Immediately, we have the following corollaries.

Corollary 3.2, Let L be a Leslie matriz defined as in (1) with partitioned
T

as Ir= i g 5 where p.— [ @1 v dg .. ap—1 ]T, —a; > D,
A 0 (nyn)

5, 5,1, 2 Senaaidf M= diag (STTserer w01 ), s Of Gl V. n& W5 a

diagonal matriz of order n — 1, then

n—1
det L = (—=1)"a, [] s:.
i=1
— =l

—p,'l‘
Corollary 3.3, Let C = [

} be a doubly companion ma-
I"_] i (n,n)

triz, wherep = [ a1 az ... an ]T, andq= [ byy bpa ... b ]T,
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then

n—1
detC = (—1)" ((a,, +b,) + Z a.ibnu,-) .
i=1

T L
Corollary 3.4. Let C = p A be a companion matriz, where
Y I 0
L n—1 (n.n)
p= [ Ay G ™ ;1 ]f, then det C = (—1)"a,.

Now we wish to find the inverse of doubly Leslie matrix.
E

Theorem 3.5. Let L = [ o b ] be a doubly Leslie matriz,
) 4 Jmn

where p = [ ay Qz ... a,_, ]r, q= [ buo1 bpo ... I ]T, and A =

diag(s1,82,...,5,-1), where s; >0, j =1,2,...,n — 1 is a diagonal matriz of

ordern — 1. If detL # 0 then

L/AYA" + (A-1gpTA~Y)

i =1 Azt M
T S 5=

(n,n)

n—1

where (L/A) = —((a,,+bn)+z "*Z“"), as in (10), and A7' =
P

diag(ﬁ,%,... ==tafl

T sn_1

Proof. Apply the identity (8) to the matrix L, we have

e [A—‘(—q)wmr‘ A-1+(A-1(_q)(1,/,\)—1(pr)A-l)}
(z,n)

L/~ — (L/A) " (—pT)A!
o [A—lq(L/A)‘ A’Jr(;\—lq(L/A)lpTA‘)}
(L/A) (L/A) ' pTA—! o

The Schur complement of A in L is (L/A), in (10) showed that (L/A) is a scalar.
Then

i -1 Al (L/A)AT! 4 (A qpTA 1)
. e (L/A) |: 1 pTA—l (n,n) ;

Immediately, we have the following corollaries.
Corollary 3.6. Let L be a Leslie mairiz defined in Corollary 3.2. If det L #0
then
= 1 —— (L/J"\)A_l
gyt [ § GO =
where (L/A) = —a,,.
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Corollary 3.7. Let C be a doubly companion matriz defined in Corollary 3.3.
If det C # 0 then

(n,n)

C = (C/Lh-r)™ [ @ (/) +ap” ]

n—1
where (C/l,_1) = — ((u,, +b,)+ 3 aibn_,-).

=1
Corollary 3.8. Let C be a companion matriz defined in Corollary 3.4. If

det C #£ 0 then
C--l s '_‘_l_ 0 _'anInfl
n 1 pT (n,n) .

4. Explicit Minimum Polynomial of Doubly Leslie Matrix

The author in [12, Theorem 3.3] asserted that, the doubly companion matrix
is nonderogatory. Now, we wish to show that any doubly Leslie matrix L in (3)
is similar to a companion matrix, that is, it is a nonderogatory.

Theorem 4.1. The doubly Leslie matriz matriz L defined in (3) is nonderaga-
tory and the characteristic polynomial and the explicit minimum polynomial is

my(z) = 2"+ (e +di)a" T (2 cidj+ ez +da)a" 2 4.,
i+j=2
H(4 edita )z Bh Y cdi+en+dP,
i+j=n—1 i4j=n
i—1 n—1
whereer = ay, ¢; = a; [] sp, anddy = by, di =b;  [] sk, fori=2,3,...,n.
k=1 h=n+41-—i
Proof. Let
=01 ez o = s P
51 0 0 '_bn—l
L= 0 Sg 0 —b”_g
0 0 Sp—1 —bl

Firstly to show that L is similar to a doubly companion matrix.
By a similarity transformation with a diagonal matrix

. 1. ek E 1
D:dlag( N 2 i = s L,
$182...50-1 5283...8-1 Sn—28n—-1 Sn—1
L can be transformed to a doubly companion matrix,
—ap  —azsy ... —@n—1(8182...5, 2) —(an +ba)(s15253...80_1)
1 0 0 —baca(5253...50-1)
0 1 0 —bn_2(s3...5n-1)
D-ILD = . .
0 0 0 —b2sn—1

0 0 1 —by
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For convenient, let us denote the doubly companion matrix D7'LD by

( —c1 —€3 —e3 ... —Cpo1 —Cq—dp ]
1 0 0 “en 0 “‘dn—i
0 1 0 e 0 —d,_2
D™'LD = : . - ; : y (11)
0 0 0 0 —dy
= Y0NS =3 —dy
i1 n—
where ¢y = a1, ¢; = a; [[ sg,anddy =by,di=b; [ s, for i=2,3,...,n.
=1 EF=nid o)

Let .J be the backward identity matrix of order n x n(or reversal matrix of
order n x n), J (= J~!), which showing that

—d; 1 0 D
5 0 g )|
-1 DLW = . : — - | =K (12)
Bl T 0 s 1
—~Cn\ % dn s iCh—=1 ... —€3. —C1

To show that the matrix I is similar to a companion matrix. We shall prove by
explicit construction the existence of an invertible matrix M such that M —1LAf
is a companion matrix. Now, chosen a matrix M of size n x n,

1 oT0yw.
dy 1 0

WA= v a1 4y
PR Yy N, @
iy ... do dy ¥

Then M is nonsingular matrix. In fact the matrix M is an lower triangular
Toeplitz matrix with diagonal-constant 1, and

W= [ e; I'e 1‘291 S Fn7181 ]T ¥
where e; — [ * OL... O ]T € R" is the unit column vector.
Computation shows that
0 1 0 0
0 0 ¥ 0
MTITM = . . il . : =ik
0 0 0 1

—Tn ~Yn-1 ... —72 -
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where

M = ¢ +di,
V2 = 3 edj+e+ds,

i4g=2

: (13)

Yn—1 .= O

i+j=n—1
Yn T = A

i+j=n

The matrix
C=M'"TM=M"'J"YDILDJ)M =(DIM) ' L{DIM) " (14)

is the desired companion matrix. Then, we have the doubly Leslie matrix L is
similar to the companion matrix C. By Theorem 1.2, the characteristic polyno-
mial Ag,(#) equal to the minimum polynomial my,(z), we have

iy (x) el T ey o2 (e V1T F Yoo
That is
me(z) = 2"+ (e +d)a" P+ (Y edjt+e+da)a" 4.
i+i=2
(. X d; teportda e +( YD cidj + cn + dy),
i+j=n—1 72

i=1 n—1
where c; = ay, ¢; = a; [[ sp,anddy=by, di=b [ spafor i=2,3,...,n.

k=1 k=n+4+l1—i

O

5. Explicit Eigenvector Formula of Doubly Leslie Matrix

Now analogous as eigenvector of a companion matrix in [2, pp.630-631] and
in [10, p.6], we obtain.

Theorem 5.1. Let X be an eigenvalue of @ doubly Leslie matriz L defined in
(3). Then

1 (/\"_1+d[An72+d2,\n"3+‘"+d"7.2/\+dn_1)

51524..3n-1

a M (1\7172 =a d]/\n_:3 + oot dy_gA + (in_g)

5283...57 -1

! (A-*}-dl)

Sn—1
1

is an eigenvector of L corresponding to the eigenvalue A, where dy = by, d; =
n—1
bi II sk, for i=2,3,...,n.
k=n+1-—i
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Proof. From Theorem 4.1, L is similar to the companion matrix C as in (14).
Then they have the same eigenvalues in common. Let ) be an eigenvalue of L,
then A also an eigenvalue of C'. Since A is a root of the characteristic polynomial
Ap(z), we have

M) = X' ()N adihe + A
EES
Jr( E Ci(1j+cri—l ot dr)—l)/\+( E Cidj +Cn+dn):0.
i+j=n—1 i+j=n

From (13), we have,

AL(A) = A"+ ,},1,\11—1 =+ ,},2/\n—2 + oA+ =0

Therefore
(e (,)_1/\1171 o8 ‘_}ZAIJ—Z vz +7’1711)\ +’Yr1) )
1
A
Then, we put a vector u = : . We iust show that this vector u is
AN 2
/\n—].

an eigenvector of C' corresponding to the eigenvalue A. Form equation (14),
C = (DJM) 'L(DJM), we have

0 1 i of o 1
0 0 . o0 A
w7 : . . H : :
p'{ o0 {.. .41 An2
: Anul
i —Tn — Y= =2 =
[ A A
A2 A2
An.f'] An.fl
|l —9n — '}'n—l)‘ e "!2’\’1_2 w "r’]/\7‘7l An
1
A
=%%\ = ,\‘u,
/\n‘-?,
An—l

it is easy to sce that the first component in the vector u cannot be zero, the

vector u is not a zero-vector, it is an eigenvector of C' corresponding to A.
Since (DJM)'L(DJM) = C. Theorem 1.1 asserted that (DJM)u is an

eigenvector of L corresponding to the eigenvalue X. Hence, the explicit form of
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an eigenvector corresponding to an eigenvalue A of the matrix L is

v = (DJM)u
[ ——L 0 0 0 0]
5182...87 -1
0 e 0 0 0
8283...5n—1
g 0 0 1 0 0
Sn—28n-1
0 0 0 ey
L 0 0 0 0 1k
M1 O 0 07
. 1
0 0 . 0 0 1 dy 1 : A
0 0 . 0 1 0 A2
. s & ds dy 0.10
2N 5 . ;
0 1 0 00 : 0 0 -
L=, S 010 : = =7 ) An—1
- dn—l dg (11 1 i
that is
r dn-1 dn_2 dn_3 dy 1 b
#1520 eFp—1 S122-%%n%) #1828 §152-:+5pn -1 4142 ki
dn_2 dn_3 o dy 1 0
s283...55,_1 5283551 £253.--55 $283.-5p -1
1
v = S35q-Tan 1 0 u
t 0 0
L 1 - 0 0
Sn—1 fn—1
L 1 0 0 0 0 |
[ g N T AN DA b dy A+ day
Ty MDA b dy g+ dpy
A A2 4y A Pbi
snl_l (A+dy)
L 27

it is easy to see that the last component in the vector v eannot be zero, which

proves the assertion.

The following corollaries are particular case of Theorem 5.1.

Ifby =by=---
the following corollary.

0

= b, = 0, then the matrix become a Leslie matrix, we have
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Corollary 5.2. Let A be an eigenvalue of a Leslie matriz L defined in Corollary

3.2. Then 3 "
e
3]52--1"9"—! A g
10—
5283...85n—1 A

Sn—1

1
is an eigenvector of L corresponding to the eigenvalue A. A nonzero scalar
multiple of v namely

1
s1/A

2
1= (3132---31171//\"71)\;: SISQ//\

3
R e T

is also an eigenvector of L corresponding to the eigenvalue \.

If ) = 83 = -+ = s, = 1, then we have the following corollary, as in (13, pp.
270-272].
Corollary 5.3. Let A be an eigenvalue of a doubly companion matriz C defined
in Corollary 3.83. Then
,\nfl +b1/\rr-2 eI bgz\"_s SO . bn--z)\ + bn—l
Aan e b]/\"_g 4% R bn—:}f\ +bn—2

A+
1

is an eigenvector of C corresponding to the eigenvalue X.

Corollary 5.4. Let X be an eigenvalue of a companion matriz C defined in
Corollary 8.4. Then

’\n---l

AFI—?

A
1
is an eigenvector of C corresponding to the eigenvalue .

6. Conclusion

The doubly Leslie matrix is a nonderogatory matrix. This paper has explored
a special form of a Schur complement to obtained the determinant, inverse, and
explicit eigenvector formulas of the doubly Leslie matrix which is the generalized
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forms of the Leslie matrix. It is also a generalized form of the doubly companion
matrix, and the companion matrix, respectively.
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