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Abstract 

Currently the relation of input variables and 
output response is investigated through the computer 
simulated experiments (CSE). These experiments are 
trsually time consuming and compu~a~ionul~v 
expensive to run. Therefore a selection of settings of 
input variables to run CSE is critical. The space 
filling designs, Latin hypercube designs (LHD) are 
normally practiced in the context of CSE. The best 
design for a given problem is obtained bj) using a 
search algorithm under a pre-specified optimalip 
criterion. The aim o f  this study is to compare the 
capability of hvo popular evolutionary search 
algorithms called Simulated annealing algoriihm 
(S.4) and Genetic algorithm (GA). The comparisons 
are made wirh respect to the optinla1 valzle achieved 
at the termination of each algorithms. The practical 
guidelines for choice of algorithms 10 search for the 
best design (LHD) for some dimensional problems 
are presented. 
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1. Introduction 
Recently computer simulated experiments (CSE) 

have replaced classical experiments to investigate a 
physical complex phenomena, especially when 
classical (physical) experiments are not feasible. The 
nature o f  CSE is deterministic; hence identical 
settings of input variables always produce an 
identical set of output response. The process of CSE 
is typically considered as  a black box and not known 

a priori. Therefore, space filling designs that aim to 
spread design points over a region of interest are 
desired. Space filling designs can be constructed by 
searching for a design using search algorithms under 
a pre-specified optinlality criterion. This process is 
based largely on improving the design by exchanging 
between the pairs of design points. 

Latin Hypercube design (LHD) has been 
extensively used in the context of CSE. It was 
originally proposed by Mckay et al. [4]. LHD is a 

matrix ( X ), of n rows and d columns where n is 

the number of  runs and d is the number of input 
variables. LHD can be constructed based on the idea 
o f  stratified sampling [4] to ensure that all subregions 
in the divided input variable space will be sampled 
with equally probability. A Latin hypercube sampling 
has 

wherexij are the elements of an n xd matrix 

comprising of  columns ri(i = 1 , 2 , ~  , d )  . Each 

coluninq(i  = 1 , 2 , ~  , d )  is independent random 

permutation of  number 1 , 2 , ~  ,n  and Uij :re 

n x d values of  i. i.d uniform U [ O ,  I ]  random 
variables independent of the n i j .  An example of  

LHD is presented in Table I. 














